1. INTRODUCTION

In recent developments on speech processing the expressions “attitudinal prosody”, “emotional speech” and “affective computing” became more and more common. Once the segmental quality of speech synthesis systems is studied and more mature models are implemented the next step is the development of the suprasegmental level in order to reach the so desired naturalness of synthetic voices. This upper level is not only defined by linguistic parameters (lexical, semantic and syntactic) but also by prosodic and pragmatic parameters. This way, the prosodic dimension can inform about the speaker’s pragmatic/communicative intention, about his degree of certainty or uncertainty about the propositional content of his message and even about the degree of familiarity that the speaker has with the listener. However, it seems that there is no specific European Portuguese database available to the scientific community addressing the study of the prosodic/pragmatic interface.

In this work, it is our aim to present a prosodic database composed by one thousand hours of natural daily conversational speech. It addresses the study of the prosodic and syntactic levels but also by prosodic and pragmatic parameters. This way, the prosodic dimension can inform about the speaker’s pragmatic/communicative intention, about his degree of certainty or uncertainty about the propositional content of his message and even about the degree of familiarity that the speaker has with the listener. However, it seems that there is no specific European Portuguese database available to the scientific community addressing the study of the prosodic/pragmatic interface.

In this work, it is our aim to present a prosodic database composed by one thousand hours of natural daily conversational speech. This database is a resource for the study, description and future work is presented.

The paper is organized as follows. In section one, a brief state-of-the-art for the available EP corpora containing prosodic information is presented. In section two, we explain the pragmatic criteria used to structure this database. Then, we describe how the speech signal was labelled and which information layers were considered. In section three, we propose a prosodic prediction model to be applied to each speech act in future. In section four, some of the main problems we went through are discussed and future work is presented.
available at a high price and it still has some points that need to be developed in order to allow an immediate applicability to speech processing. The Humaine Portal (http://emotion-research.net/ in 04-03-2006), dedicated to research on emotions and human-machine interaction, has several references to emotional databases but none of them addresses the Portuguese language. This way, considering what is documented in scientific literature, none of the above databases seems to be completely oriented to the pragmatic dimension of speech. Therefore, we believe that ProGmatica is a resource that can highlight the correlation between the prosodic and the pragmatic events of speech communication.

2. PROGMATICA

ProGmatica is a spontaneous speech corpus containing different types of speech acts selected from natural verbal interactions. These speech acts were recorded from television programs where spontaneous speech material could be found, such as interviews, political debates and informal conversations performed in reality shows and soap operas. Although most of the studies done on speech are based on read speech corpora, it is our belief that spontaneous speech is the best source to observe the interaction between pragmatic purposes and prosodic events. Besides, as stated by Campbell (2000), read speech corpora are fake and artificial and are not recommended whenever the goal is studying speech from a communicative point of view.

The speech material was analysed and some utterances were classified according to the speech acts considered and described in section 2.1. As far as possible, we tried to select prototypical examples of each speech act. Syntactically speaking, we have preferred simple and small sentences in order to prevent superposition of different speech acts. Two main dimensions were considered when analysing a speech act: a segmental level, where glottal, phonetic and morphosyntactic dimensions were included; and a supra-segmental level, where prosody, emotion and style are considered. ProGmatica is presently composed by 20 hours of television material recorded between 2003 and 2005 and later converted to digital format. From that material we had extracted ten prototypical utterances for each speech act. Labelling was performed with the help of PRAAT software (http://www.fon.hum.uva.nl/praat/).

2 The term speech act was first used by Austin (1962) and later developed by Searle (1969). It has ever since been largely used in Discourse Analysis and Pragmatics, but recent contributions on this subject are scarce. We consider a speech act as an utterance whose limits are not necessarily coincident with the limits of a sentence. A speech act is also an utterance that is produced within a certain verbal interaction and that involves a certain communicative purpose.

3 The term verbal interaction is defined by Kerbrat-Orecchioni (1990) under the French Discourse Analysis framework of Interactionism. It means any communicative exchange performed by at least two participants that are put face to face and that keep sending linguistic and paralinguistic information (prosodic, kinetic and proxemic signs) to each other. These signs assure their mutual influence, their mutual engagement and the management of their communicative exchange.

Figure 1: Pragmatic structure of ProGmatica in terms of speech acts

2.1. DATABASE STRUCTURE

ProGmatica is organized according to a revision of the Searle’s (1969) well known speech acts typology. To this typology, we added what we can call the argumentative speech acts as suggested by Kerbrat-Orecchioni (1996). The author shows that speech acts expressing approval, disagreement, refutation or mockery can determine the speaker’s prominence in the verbal interaction.

We have then expanded the former Searle’s typology by including some more speech acts, such as agreement, disagreement, criticism and mockery, as shown in figure 1. Some speech acts were subdivided into categories, such as questions, whenever their syntactic and prosodic structure justified the distinction. At this stage, no declarative speech acts were considered because of their minor importance for TTS systems.

Five speech act communicative goals were considered in the collection of ProGmatica:

1. To obtain a listener’s reaction. This category basically includes Searle’s directive acts in which statements attempt to make the other person’s actions fit the propositional content. With this purpose we consider orders, several types of requests, suggestions, advices and different types of questions.

2. To fulfil social functions. This category is a redefinition of Searle’s expressive acts, since we think that these speech acts are more socially oriented than expressive, since the “sincerity condition” claimed by Searle doesn’t have always to occur. When we apologize or feel sorry, we don’t have to really mean it.

3. To persuade. This purpose was defined by Ducrot and Anscombe (1997). To these authors every speech act is argumentative because language is itself argumentative. Nothing that we say is meaningless in terms of influencing the other in some way. However, in our classification, we had a more narrow definition of this purpose, only considering those acts whose persuasive goal was more defined. Lexical items and their semantic meanings are decisive in this task.

4. To relate the speaker’s propositional content with the truth. These statements may be judged true or false because they aim to describe a state of affairs in the world.

5. To compromise. In this category, commissive acts were considered as they were defined by Searle.

2.2. SIGNAL ANNOTATION

The recorded audio data is already a very valuable resource but it can be much more useful if a synchronized parallel annotation covering several levels is given. In the ProGmatica annotation the following informational levels were considered:
Information Fusion

1. Narrow phonetic transcription. The lowest annotation level is the phone level. Traditionally, the task of phonetic labelling is manually performed by a linguist. But in our case it was done automatically thanks to a tool developed by Coelho (2005). In figure 2, a diagram is displayed showing the working process of the tool. By using only acoustic data, this tool generates temporal boundaries that indicate phone start and phone end. For each time interval existing between boundaries it also classifies the phone type according to a previously defined lexicon. The lexicon is composed by 38 symbols representing the European Portuguese phonemes and 4 extra symbols for silence, aspiration, stop and stress. For phonetic annotation SAMPA transcription system was used. The language models and phonological rules were also adapted for European Portuguese in order to optimize the annotation performance. This tool gives an average error of 10% in boundary matching for 20ms error intervals and 5% on phone classification. When the speech samples have several voices or background noise some corrections may be needed. But in favourable acoustic conditions the error rate is close to the one attained by humans.

2. Simple orthographical transcription. In this level, a plain text conversion of the speech utterances was done for better handling of the tracks.

3. Morphosyntactic annotation. In this level, the words have been classified in terms of morphological category (noun, verb, adjective, pronoun, adverb, preposition, discursive marker and interjection).

4. Prosodic labelling with tonic accent (marked in the phonetic level before the tonic syllable), phrasing and focus. This information is correlated with the word level.

5. Emotion annotation. The emotion is classified according to seven types (Mozziconacci, 2002): neutral, joy, sadness, fear, indignation, surprise, anger. So far, we have considered these emotions because they are more stereotypical and thus more useful for speech processing subjects. The classification was subjectively performed by a linguist. For this task, both the semantic information of the utterance and the acoustic signal analysis were relevant. This was not an easy task, because in many cases there is more than one emotion transmitted. In the future, a perceptive evaluation performed by multiple listeners is foreseen in order to validate the initial classification.

6. Style. In this level, two parameters were considered: the speakers’ closeness and the linguistic politeness. The relationship parameter was classified in terms of [+formal], [+/-formal], [+/-informal], [+informal]. The politeness parameter was classified in terms of [+polite]/[-polite].

7. Communicative situation. This is the place where contextual information is given, such as broadcasting date, program from which the sample was extracted, speaker and verbal interaction type (debate, interview, conversation, etc).

In figure 3, an example of the described multi-level annotation is displayed. The annotation was performed using PRAAT software.

2.3. ACOUSTIC PARAMETERS EXTRATION

The prosodic relevant acoustic parameters considered are the fundamental frequency (F0), segmental durations and, with less importance, intensity. The durations and time intervals between begin and end of segments are automatically obtained from the annotation files. For large acoustic segments the duration is the sum of the phones’ durations. The duration of the pauses between sentences are also considered.

For each phone the average intensity was calculated and registered.

3. PROSODIC PREDICTION

For each speech act it will be generated different models that allow synthesising the prosodic parameters from the text or from other linguistic mark-up. These models will be adapted from the segmental duration model and the F0 contour model developed by Teixeira (2004).

The duration model, already described by Teixeira (2004), was created with the help of an artificial neural network (ANN) with fixed structure and fixed features for the input vector. For each acoustic segment, feature vectors were prepared and the ANN was trained.

In what concerns fundamental frequency, the Fujisaki parameters (Fujisaki, 1997) were chosen after considering other options, like Tobi (Silverman, 1990), Intsint (Hirst, 1998) and the Tilt model (Taylor, 2000). This option was mainly due to the precise nature of the mathematical model and to some previous experience reported by Teixeira (2004). This way, two sets of parameters, phrase and accent, must be estimated. An ANN was also used and again different models for each speech act were adapted. The feature vectors are extracted from the text.

In order to validate the calculated parameters some tests were performed. In figure 4 an example is shown of a F0 curve coded with Fujisaki parameters.
Figure 4: F0 contour codification example
From top to bottom it is represented: the speech signal, the F0 curve measured (with a plus ‘+’ sign), the F0 curve produced by the model (Fb + phrase components and Fb + phrase components + accent components), phrase commands and accent commands, syllable sequence aligned with speech signal, phrasal marks, orthographic transcription, phoneme sequence aligned with speech signal. The similarities between the F0 contour produced by the model and the original signal are obvious. In this special case the average quadratic error is 2.96 Hz.

4. CONCLUSION
In this article, it was described a spontaneous speech database for European Portuguese. This corpus, named ProGmatica, is structured in speech acts and labelled considering several linguistic levels (phoneme, orthography, morphosyntactic), prosodic information (accent, f0 e duration) and pragmatic events (emotion, style and communicative situation).

It was our objective to collect a sufficient number of utterance samples that can enable a consistent description of the prosodic events that can define a speech act. An ANN based model will be used for predicting utterances’ durations. The Fujisaki model will be used for predicting speech acts’ prosody produced in spontaneous speech. The major difficulty found during the performance of this work was the correct classification of each utterance due to a continuous overlap of the communicative objectives. We sometimes are forced to eliminate good samples of speech acts because of bad acoustic backgrounds, such as music or voice overlaps.

Another problem was the classification of the common non-verbal signs such as laugh, grunts, interjections, aspirations that can enable communicative information and emotional content (Campbell, 2005).

As future work, we intend to collect more spontaneous speech utterances in which linguistic politeness, as well certainty/uncertainty and doubt dimensions can be better studied and characterized.

We hope that this work can enlighten a bit more not only human interaction but also the way we build man-machine interaction systems.
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